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ABSTRACT
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In computational simulations for weather prediction and fire simulation, forest canopies are often modelled as regions of aerodynamic drag. The magnitude of the drag term depends on the Leaf-Area Density (LAD) of the forest. For most forests LAD varies strongly with height; trees typically have more vegetation at the top of the canopy than the bottom. S. Dupont, and Y. Brunet [Influence of foliar density profile on canopy flow: a large-eddy simulation study. Agricultural and forest meteorology, 148(6), pp.976-990. 2008] simulated the flow through three very different profiles of LAD measured from three different Canadian forests. K. Moon, T.J. Duff, and K.G. Tolhurst [Sub-canopy forest winds: understanding wind profiles for fire behaviour simulation, Fire Safety Journal, 2016] recently measured the sub-canopy winds and LAD for seven different Australian forest types. Large-Eddy Simulations (LES) of flow through idealised forests are now computationally tractable and an extensive systematic study of different LAD profiles is possible. Here we assume that the LAD can be modelled by a Gaussian with two parameters representing the mean and variance of the distribution of LAD. The total vegetation density is forced to remain constant as the profile changes. We present preliminary simulation results showing how the mean and variance of LAD affects the sub-canopy wind velocity and we discuss a potential modelling approach for sub-canopy wind velocity.
INTRODUCTION

Understanding sub-canopy wind profiles is of crucial importance to parameterising the atmospheric boundary layer above a forest canopy and also estimating wind reduction factors for fire spread models. An analytic model exists for large, uniform canopy. That is, the occupied volume fraction, or leaf area density (LAD) of the canopy is constant over the whole canopy. The model of Inoue [1963] is based on a balance between turbulent stresses and the drag force of the canopy. Harman and Finnigan [2007] significantly extended the Inoue model to include the above canopy flow and non-neutral atmospheric conditions. Similar to Inoue, their model assumes a very large forest, free of any forest edges or inhomogeneity in the forest canopy. The model has two empirical parameters that are straightforward to measure. The model requires only the canopy top velocity and the leaf area index of the forest to predict the sub-canopy profile in neutral atmospheric conditions.

In nature, there is strong variation of LAD in all three spatial directions; the variation is most prominent in the vertical direction because trees typically have more vegetation at the top of the canopy than the bottom. A limited investigation of the effect of vertical distribution of LAD on the sub-canopy wind profiles was conducted [Dupont et al. 2008]. Three different observed profiles of LAD from different forests were used and the profiles were scaled to give a range of five different leaf area indices (LAI or integrated LAD). Dupont et al. drew several important conclusions from this study: the gross features of the above canopy flow are unchanged by canopy profile; increasing the LAI makes the features of the canopy flow more pronounced; finally there is considerable variation in the mean flow and turbulent profiles in the sub-canopy space. That is, close to the ground the difference in flow and turbulence profiles caused by different LAD profiles are seen more clearly.

Recently, Moon et al. [2016] performed field measurements of sub-canopy wind speeds in Australian vegetation. The measurements of LAD by Moon et al. [2016], and similar measurements made by Amiro [1990], show considerable variability in the LAD profiles for different forest types around the world. Some of the measured profiles obtained by Moon are shown in figure 1. Dupont et al. [2008] conducted simulations of canopy flow with three distinct LAD profiles similar to the spruce, pine, and aspen forests measured by Amiro [1990]. Here we parameterise forests with a Gaussian LAD, systematically vary the mean and variance of the LAD distribution, and analyse the resulting sub-canopy flow with an eye towards constructing simplified models of the sub-canopy wind profile. Systematically varying the parameterisation of a forest canopy to determine a simplified model of the sub-canopy profile follows the methodology of Zhu et al. [2016]. Zhu et al. [2016] used LES to simulate the flow over numerous synthetic urban canopies with varying mean, variance, skewness, and kurtosis of the topography distribution.

In this study, we use Fire Dynamics Simulator (FDS) [McGrattan et al., 2013] to conduct large eddy simulations (LES) of the sub- and above canopy flow. FDS has been shown to reproduce experimental and simulation results for flows over homogeneous canopies [Mueller et al., 2014]. LES has recently become a standard tool for investigating atmospheric flows and flows over both forest and
urban canopies in multiple configurations. Most LES studies assume an approximately Gaussian LAD distribution for example: Cassiani et al., [2008], Kanani-Suhring and Raasch, [2017], Dupont and co-workers [2008, 2011]; although, unlike the present study, the mean and variance of the LAD profiles were not changed in those studies. In the next section we briefly discuss the LES methodology and the model of the forest canopy that was used in this study, then we present the sub-canopy wind profiles, and finally we discuss adapting the model of Inoue [1963] and subsequently the model of Harman and Finnigan [2007] to account for vertical variation in LAD.

Figure 1: Profiles of LAD measured by Moon et al. [2016] for four different forest types

Figure 2: The simulation domain showing the canopy region, shaded in green, the boundaries in the x- and y-directions are periodic, the top boundary is free slip and the bottom is a no-slip boundary.
NUMERICAL MODEL

LARGE EDDY SIMULATION OF CANOPY FLOWS

In LES, the continuity and Navier-Stokes equations are spatially filtered to retain the dynamically important large-scale structures of the flow. In FDS, the filtering operation is implicit at the grid scale. The largest eddies contain the most energy and therefore make the largest contribution to momentum transport. The diffusive effect of the unresolved small scales on the resolved large scales is non-negligible. The constant Smagorinsky sub-grid-scale stress model (see, for example, Pope, 2001) is used in this work with the Smagorinsky constant set to $C = 0.1$ [Lesieur et al., 2005]. The flow is maintained by a pressure gradient equal to 0.005 Pa/m. The fluid is assumed to be air with density $\rho = 1.225$ kg/m$^3$ and viscosity $\nu = 1.8 \times 10^{-5}$ m$^2$/s.

For completeness, the LES equations are:

$$\frac{\partial u_i}{\partial t} + u_j \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) = \frac{1}{\rho} \frac{\partial p}{\partial x_j} + \frac{\partial \tau_{i,j}}{\partial x_j} + F_{D,i} + \frac{1}{\rho_0} (\rho - \rho_0) g_i,$$

$$\frac{\partial \rho}{\partial t} + u_i \frac{\partial \rho}{\partial x_i} = k \frac{\partial^2 \rho}{\partial x_j^2},$$

where $u_i$ is the resolved part of the velocities, $i, j = x, y, z$ are the coordinates, $\rho$ is the fluid density, $p$ is (the modified) pressure, and $\tau_{ij}$ is defined as:

$$\tau_{i,j} = -2(\nu + \nu_t) 2S_{i,j} + 3 \frac{\partial u_i}{\partial x_i} \delta_{i,j},$$

where $S_{i,j}$ is the rate of strain tensor, $\delta_{i,j}$ is one if $i$ and $j$ are equal, and zero otherwise.

$$\nu_t = -2(C \Delta)^2 |S| S_{i,j},$$

$$S_{i,j} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right),$$

where $\Delta = (\delta x \delta y \delta z)^{1/3}$ is a measure of grid spacing.

Following Dupont et al. [2011] the canopy of height $h$ is modelled as an aerodynamic drag term of the form

$$F_{D,i,k}(x,z) = \rho c_D \chi(z, h, \mu, \sigma, A, B)(u_i u_j)^{1/2} u_j.$$

The value of the drag coefficient is taken to be $c_D = 0.25$ roughly consistent with the measurements of Amiro [1990] and the study of Cassiani et al. [2008]. The function $\chi(z, h, \mu, \sigma, A, B)$, defines the spatial location of the canopy. The canopy is assumed to have a constant height across the whole domain. Below the canopy height there is some LAD profile. In this study the LAD is assumed to be
a Gaussian with some specified geometric mean $\mu$ and some variance $\sigma$. Physically, $\mu$ corresponds to the height at which the canopy is most dense; $\sigma$ roughly measures the width of the leafiest part of the tree crowns.

$A + B$ is the maximum value of the LAD. $B$ is a uniform contribution to LAD; it may be supposed that $B$ represents the contribution to LAD from the tree trunks.

The LAD profile is:

$$\chi(z, h, \mu, \sigma, A, B) = \begin{cases} 
A \exp\left(-\frac{(z - \mu)^2}{\sigma^2}\right) + B, & z \leq h, \\
0, & z > h
\end{cases}$$

The height of the canopy is taken as $h = 20$ m and $h$ is a natural length scale of the flow. The choice of $\mu, \sigma, A,$ and $B,$ will be discussed in the next section.

The size of the exterior domain is chosen so that the largest relevant structures are captured. The channel sizes are chosen to follow the proportions set out by Moser et al. [1999]. Bou-Zeid et al. [2009] recommends the channel height be at least four times larger than the canopy height to prevent artificial flow acceleration between the top boundary and the canopy. The overall domain size is $600 \times 300 \times 100$ m ($30h \times 15h \times 5h$). The streamwise and spanwise boundary conditions are periodic. The bottom (ground) boundary condition is enforced using the log-law of the wall [Bou-Zeid et al., 2004]. The log-law of the wall is used at the bottom boundary [Belcher et al., 2003] and the log-law of the wall is enforced using a Werner-Wenkle approximation [McGrattan et al., 2013]. The normal velocity is forced to vanish at the top of the domain.

The resolution of the simulation 5 m in the horizontal directions and 0.5 stretched to 4 m at the top of the domain. The resolution is approximately three times finer than the resolution used by Bou-Zeid et al. [2009]. A sketch of the simulation domain and the canopy location is shown in figure 2.

The normal velocity is forced to vanish at the top of the domain.

The flow is initialised from a uniform velocity with a random perturbation to ensure tripping to a turbulent flow. The flow is allowed to develop to a statistically stationary state over approximately 3600 s and statistics are sampled every 2 s for 7200 s. The total simulation time was selected to ensure relatively smooth derivatives of the mean velocity profiles.

MODELLING REALISTIC TREE CANOPIES

The canopy model used here, $\chi(z, h, \mu, \sigma, A, B),$ is a five parameter model. We firstly assume that $h$ is constant which reduces number of parameters to four. The Leaf Area Index (LAI), that is integral of LAD with respect to z over the canopy, is also fixed and for this report we consider only $LAI = 1$. This gives:

$$A = \frac{1 - Bh}{\int_0^h \exp\left(-\frac{(z - \mu)^2}{\sigma^2}\right) dz}.$$  

Because $A$ is considered to be positive, $B < \frac{1}{h}$, which physically means a canopy of LAI=1 cannot be constructed only from the ‘trunks’ of trees. We somewhat
arbitrarily assumed that the trunks contribute approximately 10% of the LAD and therefore we fixed $\frac{B}{A} = 0.1$. This assumption was partly justified by fitting profiles to the measurements of Moon et al. Therefore the parameter space is $(\text{LAI}, \frac{A}{B}, \mu, \sigma)$ where $(\text{LAI}, \frac{A}{B})$ were fixed at some physically reasonable value and $(\mu, \sigma)$ were varied in this study. The effects of varying $\text{LAI}$ and $\frac{B}{A}$ on the sub-canopy profile are the subjects of ongoing research.

Profiles of LAD are shown in figure 3. The profiles in figure 3(a) were obtained by setting the variance $\sigma^2$ to its minimum value and then varying $\mu$. The profiles in figure 3(b) were obtained by setting $\mu$ to its maximum value and varying $\sigma^2$. The black line is the same in both plots. The simulation cases are tabulated in table 1. Notice that the red profile in figure 3(a) somewhat resembles the old growth eucalyptus profile measured by Moon et al. [2016] and the red profile in figure 3(b) somewhat resembles the open regrowth forest profile measured by Moon et al. [2016], although the observed profiles have different maxima.

![Figure 3: Sample of LAD profiles used in this study. In (a) $\sigma^2=0.325$ is held constant and $\mu=0.00$ (red), 0.233 (green), 0.467 (blue), and 0.700 (black). in (b) $\mu=0.70$ is constant and $\sigma^2=0.325$ (black – the same curve as in (a)), 0.233 (blue), 0.142 (green), and 0.050 (red)](image)

<table>
<thead>
<tr>
<th>$\text{LAI}$</th>
<th>$\mu$</th>
<th>$\sigma^2$</th>
<th>$A$</th>
<th>$\frac{B}{A}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000</td>
<td>0.700</td>
<td>0.050</td>
<td>0.104</td>
<td>0.100</td>
</tr>
<tr>
<td>1.000</td>
<td>0.700</td>
<td>0.142</td>
<td>0.075</td>
<td>0.100</td>
</tr>
<tr>
<td>1.000</td>
<td>0.700</td>
<td>0.233</td>
<td>0.065</td>
<td>0.100</td>
</tr>
<tr>
<td>1.000</td>
<td>0.700</td>
<td>0.325</td>
<td>0.061</td>
<td>0.100</td>
</tr>
<tr>
<td>1.000</td>
<td>0.000</td>
<td>0.325</td>
<td>0.084</td>
<td>0.100</td>
</tr>
<tr>
<td>1.000</td>
<td>0.233</td>
<td>0.325</td>
<td>0.064</td>
<td>0.100</td>
</tr>
<tr>
<td>1.000</td>
<td>0.467</td>
<td>0.325</td>
<td>0.057</td>
<td>0.100</td>
</tr>
</tbody>
</table>
RESULTS AND DISCUSSION

VARIATION IN THE MEAN VELOCITY PRINCIPLE

As is standard in the analysis of turbulent flows the instantaneous velocity fields are decomposed into average and fluctuating quantities. That is,

\[ u = \bar{u} + \tilde{u}, \]

and so on for the other velocity components. The overbar denotes averaging in the \( x - \) and \( y - \) directions and in time. The fluctuations \( \tilde{u} \) are subsequently averaged in time and the time-averaged fluctuations are denoted \( u' \). For convenience we will adopt the convention that \( u_1 = u, u_2 = v, u_3 = w \). The friction velocity at the canopy top is defined as

\[ u_* = \sqrt{\frac{\tau_{1,3}(h)}{\rho}}. \]

The simulated mean wind profiles are shown in figure 4. The profiles are all normalized by the value of the wind speed at the top of the canopy at \( z/h = 1 \), that is, at \( z/h = 1 \), \( u/u(h) \) is also 1. The pressure gradient and LAI are held constant during these simulations. The variation of the LAD profile leads to variation in the drag force exerted by the canopy upon the fluid. It is difficult to appreciate the drag forces by studying only the normalised velocity profiles in figure 4. Because the LAD profile is known and the average sub-canopy wind velocity is simulated, the LAD profile, that gives the maximum drag force, can be measured. The profiles of drag force are plotted in figure 5. In these simulations, the canopy which exerts the maximum drag force is \( \mu = 0.7, \sigma^2 = 0.05 \). That is the profile with maximum mean and minimum variance. This result indicates that the canopies that exert the most drag force concentrate leaf material high in the canopy where the incident velocity is greatest. Evident in figure 4(b) is a
significant local maximum at approximately $z/h = 0.3$ for the profile with $\mu = 0.7$, $\sigma^2 = 0.05$, even though this particular canopy exerts the most drag on the flow. Examining the average drag force (figure 5) shows that for the $\mu = 0.7$, $\sigma^2 = 0.05$ canopy the drag force is minimal and constant for $z/h < 0.4$ and due to the absence of drag forces on the fluid the pressure gradient driven flow achieves a maximum in the trunk space.

![Figure 5: Normalised drag force throughout the canopy. The canopy LAD profiles are the same as shown in Figure 3. That is, in (a) $\sigma^2=0.325$ is held constant and $\mu= 0.00$ (red), 0.233 (green), 0.467 (blue), and 0.700 (black). In (b) $\mu=0.70$ is constant and $\sigma^2=0.32$ (black – the same curve as in (a)), 0.233 (blue), 0.142 (green), and 0.050 (red). The dotted line is the profile that exerts the greatest total drag, that is, the profile that encloses the greatest area to the left of the curve.](image)

The local maximum of velocity is likely to be a consequence of using an imposed pressure gradient to drive the mean flow through the domain.

Reynolds shear stress $-u'w'$ is the product of the fluctuations in the streamwise and vertical directions and is used to quantify the effect of turbulence in the flow. The Reynolds shear stresses normalized by the canopy top friction velocity are plotted in figure 6. The Reynolds shear stress exhibits linear behavior above the canopy as is expected for pressure gradient driven flows [Bou-Zeid et al. 2004] and decays rapidly within the canopy, consistent with the simulations of Mueller et al. [2014].
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VARIATION IN ABOVE-CANOPY FLOW PARAMETERS

The Harman and Finnigan [2007] model for neutral flow over a canopy with known LAI and drag coefficient relies on three parameters: $\beta$ the ratio of shear stress to $u -$velocity at the canopy top, $z_0$ the equivalent roughness length of the canopy, and $d$ the displacement height of the canopy. The three parameters may be measured from our simulations. The computed $\beta$ are shown in figure 7, $d$ in figure 8, and $z_0$ in figure 9 all plotted against the canopy parameters $\mu$ and $\sigma^2$. $\beta$ shows weak linear growth with is approximately constant with $\mu$ and $\beta$ is approximately constant with $\sigma^2$. The observations of Harman and Finnigan [2007] suggest that $\beta$ is constant independent of the canopy LAD distribution. The $\beta$ values (approximately $\beta = 0.2$) simulated here are lower than typically observed for these flows, nonetheless, the values observed here are consistent with those observed $\beta = 0.3$ by Harman and Finnigan [2007] and Mueller et al. [2014] observe simulated values close to $\beta = 0.3$. The reason for the lower values observed here may be due to Reynolds number effects. The canopy top velocities (of the order 2 ms$^{-1}$) simulated here are approximately twice the canopy top velocities simulated by Mueller et al. Further work is required to explore the possible Reynolds number dependence of $\beta = 0.3$. The displacement length $d$ by is estimated using the centroid of drag force [Garratt, 1992]

$$d = \frac{\int_0^h z (A \exp \left(-\frac{(z-\mu)^2}{\sigma^2}\right) + B) \bar{u}^2 \, dz}{\int_0^h (A \exp \left(-\frac{(z-\mu)^2}{\sigma^2}\right) + B) \bar{u}^2 \, dz}.$$  

The values of simulated displacement length are of the same order as experimentally observed [Dolman, 1986]. As could be expected, the displacement length exhibits strong linear variation with canopy parameters $\mu$ and $\sigma^2$. The displacement length increases with increasing $\mu$ as LAD becomes concentrated at greater heights, similarly the displacement length decreases...
with increasing $\sigma^2$ as the LAD is distributed over a larger range of heights. The roughness length $z_0$ was determined from a least-squares regression fit to the average velocity data above the canopy. The functional form of velocity profile that was fitted was a standard log-law [Zhu et al. 2016]

$$u = \frac{u_\ast}{\kappa} \log \left( \frac{z - d}{z_0} \right),$$

where $\kappa = 0.38$ is von Karmann’s constant. The fitted values for $z_0$ are in agreement with the observations of Dolman [1986] and the values obtained for $z_0$ do not exhibit strong variation with the canopy parameters. These results suggest that $\mu$, the geometric mean of LAD, is the only parameter that significantly influences the above-canopy flow through the displacement length.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{beta_paramVariation.png}
\caption{$\beta$ parameter variation with (a) $\mu$, and (b) $\sigma^2$}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{disp_lengthParamVariation.png}
\caption{$d$ displacement length variation with (a) $\mu$, and (b) $\sigma^2$}
\end{figure}
QUADRANT ANALYSIS

The characteristics of the turbulent flow within and immediately above the canopy have implications for simulating ember transport in wildfires. Embers are often modelled as Lagrangian particles and modern Lagrangian particle transport models use quadrant analysis of the sweep-ejection cycle to parameterise the forces to turbulent fluctuations that act upon the particle. The probability distribution of turbulent fluctuations $P(u', w')$ in the $x -$ and $z -$ directions are classified, by the quadrants of the distribution, into outward interactions, ejections, inward interactions, and sweeps. The ejections and sweeps are the most important of these motions. Ejections are the motion of coherent structures upwards and in the $x -$direction of the mean flow out of the canopy, whereas sweeps are motions downwards into the canopy in the $x -$direction. Jinn et al. [2015] have developed a model of particle transport over a smooth surface which parameterises the turbulent forces on the particle using $P(u', w')$. Canopy flow is dominated by sweeping motions at the canopy top [Finnigan, 2000]. Hence it is worthwhile to examine the effect of LAD parameters on the sweep-ejection cycle and on the distribution of turbulent fluctuations $P(u', w')$. The contours of $P(u', w')$ at $z = h$ are shown in figure 11. As expected sweeping motions dominate the distribution and increasing $\mu$ enhances sweeping motions, however, variations in $\sigma^2$ appear to have only marginal effects on $P(u', w')$. 

Figure 9: $z_0$ roughness length variation with (a) $\mu$, and (b) $\sigma^2$
Figure 10: Quadrants of $P(u', w')$ for the respective canopy cases. Sweeps are where $u' > 0$ and $w' < 0$. Note that the red star is the location of the peak in $P(u', w')$ and, to guide the eye, the plot in (g) is repeated in (h).
POTENTIAL MODELLING APPROACH

Inoue [1963] developed a momentum-balance model to determine the sub-canopy wind profiles deep within a canopy. Harman and Finnigan [2007] extend the original model of Inoue to blend smoothly with a roughness sub-layer and logarithmic layer above the canopy and incorporates the effects of atmospheric stability. The discussion here will follow Harman and Finnigan [2007].

The Navier-Stokes equations may be averaged in time and in space for a LAD that is constant in the $x$, $y$, and $z$-directions. For convenience the canopy top is located at $z = 0$. At the end of the derivation we will apply a coordinate transform to recover the canopy top at $z = h$. The canopy is thought of as infinitely deep. The averaging process removes the time derivative and the advection terms from the Navier-Stokes equations. The pressure gradient term is also assumed to be negligible relative to the turbulent stress term and the drag term. The momentum balance is then

$$\frac{\partial \tau_{xz}}{\partial z} + F_{Dx} = 0,$$

where we have written the coordinates explicitly instead of $i, j, k$. The turbulent stress term may then be modelled using the mixing length approximation. The drag term is modeled as before, however, we assume that the canopy has uniform leaf area index. This gives the following ordinary differential equation

$$\frac{\partial}{\partial z} l^2 \frac{\partial}{\partial z} u + c_d LAI u^2 = 0,$$

Boundary conditions are that the velocity derivative vanishes as $z \to \infty$ and the canopy top velocity $U_h$ is known. The equation has solution:

$$u = U_h \exp \frac{\beta z}{l},$$

Scaling arguments which depend on a constant $LAD$ profile show that the mixing length is $l = 2\beta^3/c_d LAI$. Harman and Finnigan [2007] showed that the exponential profile agrees sufficiently well with observed subcanopy profiles. The most commonly violated assumption of the Inoue model is the canopy has finite depth. In practical terms, the Inoue model works for the top part of the canopy and progressively makes poor predictions near the ground. In these simulations there is the presence of a driving pressure gradient and $LAD$ is not constant in the $z$-direction. Hence we expect that the model of Inoue [1963] will give poor agreement through the canopy.

The resulting sub-canopy model is tested by comparing the simulated sub-canopy velocity profiles with the modelled profiles using the firstly the simulated values of $\beta$ (figure 8) and the value $\beta=0.3$ observed by Harman and Finnigan [2007]. The comparison between the simulated and modelled profiles are shown in figure 12(a) and (b). The modelled profiles with the simulated value of $\beta$ do not agree well with the simulated profiles. However, using the value of $\beta=0.3$ observed by Harman and Finnigan [2007] improves the agreement in the top half
of the canopy. Nonetheless, $\beta$ must be considered a parameter of the model rather than some universal constant.

To reduce the discrepancy between the modelled and simulated profiles we attempt to address the assumption of a constant LAD profile. Because the displacement length is the only quantity that varies significantly with the canopy parameters, it is hypothesised that $d$ is a more relevant length scale than the constant canopy height $h$. Therefore we define the displacement length Leaf Area Index $dLAI$ as

$$dLAI = \int_0^d A \exp\left(-\frac{(z - \mu)^2}{\sigma^2}\right) + B \, dz,$$

that is, the leaf area index computed from $z = 0$ to $z = d$ instead of $z = h$. The $dLAI$ is then used in place of LAI in the Inoue model. The modified model predictions, using the simulated values of $\beta$, are compared to the simulated profiles in figure 12(c) and (d). Agreement between the modeled and simulated profiles in the top half of the canopy is significant but far from perfect. The modelled profiles do not agree with the simulated in the bottom half of the canopy and further work is required to improve the Inoue model in the near ground region.

![Figure 11: Modelled and simulated sub-canopy $u$-velocity profiles. (a and b) contain the modelled profiles using the simulated $\beta$ (triangle symbols) and the observed $\beta$ (circle symbol) of Harman and Finnigan [2007] and a constant mixing length based on $LAI$. The modelled profiles in (c and d) use the simulated $\beta$ and $dLAI$. The canopy LAD profiles are the same as shown in figure 3. That is, in (a) $\sigma^2=0.325$ is held constant and $\mu=0.00$ (red), 0.233 (green), 0.467 (blue), and 0.700 (black). In (b) $\mu=0.70$ is constant and $\sigma^2=0.325$ (black – the same curve as in (a)), 0.233 (blue), 0.142 (green), and 0.050 (red). (c) and (d) are the same curves as (a) and (b) respectively.](image-url)
CONCLUSIONS

The effect of LAD distribution on flow over a tree canopy was investigated using LES. The geometric mean $\mu$ and variance $\sigma^2$ of the LAD distribution were varied independently. The sub-canopy mean flow profile was found to be sensitive to both $\mu$ and $\sigma^2$, with the emergence of a prominent sub-canopy peak of $u$–velocity. The parameters of the above canopy flow, namely $\beta$ the ratio of shear stress to $u$–velocity at the canopy top and $z_0$ the equivalent roughness length of the canopy, and $d$ the displacement length, were found to be largely independent of $\sigma^2$. $\beta$ exhibits a weak dependence on $\mu$ but $z_0$ appears to be independent of both $\mu$ and $\sigma^2$. The displacement length exhibits strong linear dependence $\mu$ and a weaker linear dependence on $\sigma^2$. The turbulent fluctuations at the canopy top are characterized using quadrant analysis, with an eye towards modeling particle transport across the canopy. Sweeping motions dominate the flow with increasing $\mu$ enhancing the sweeping motions. Finally the sub-canopy $u$–velocity model of Inoue [1963] was improved by including the displacement length.
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