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Abstract:   Complex modes of fire behaviour resulting from local coupling between the fire and the 
atmosphere are a significant challenge for rapid operational wildfire spread simulations. While three-
dimensional fully coupled fire-atmosphere models are able to account for many types of fire behaviour, 
their computational demands are prohibitive in an operational context. Two-dimensional fire spread 
models have much lower computational overhead, but are generally not able to account for complex local 
coupling effects and cannot provide a three-dimensional flow structure suitable for modelling the transport of 
firebrands. In this paper we investigate extending two-dimensional fire spread simulations to model local 
coupling effects resulting from wind flow over a ridge that can result in a number of non-intuitive modes 
of fire behaviour. These include fire propagation opposite to the direction of the prevailing wind on the 
lee slope of ridges caused by re-circulation on the lee slope, called vorticity-driven lateral spread (VLS). 
Furthermore we develop extensions of these two-dimensional models to incorporate three-dimensional 
firebrand transport and show that enhanced downwind spot fire formation can result under certain VLS 
conditions.
The spread of fires under VLS conditions is driven by vortices in the ground plane. A model for the 
production and effects of these vortices was incorporated into computational simulations using a vector 
potential formu-lation in similar manner to a scalar ‘pyrogenic potential’ model, detailed in earlier studies. 
Firebrands were incorporated using a Lagrangian scheme to model transport through the atmosphere and a 
sub-scale model for spot fire creation and growth. The firebrand transport took factors such as drag, 
gravity and buoyancy into account. As effect of plume buoyancy on firebrands under real-world conditions 
for this scenario is currently unknown, the plume buoyancy was parameterised using a exponential decay 
model. The sensitivity of the decay parameter in this model was then examined in relation to the 
resulting spot fire distribution and area burnt. All simulations were carried out using Spark, a wildfire 
prediction framework.
The coupled VLS and firebrand transport simulations indicated that a higher value of decay parameter, 
rep-resenting a higher cooling rate of the plume, acted to enhance the lateral spread as firebrands were 
lofted for shorter times and were caught in the vortices at the edge of the lateral spread region. In contrast, a 
lower value of decay parameter, representing a lower cooling of the plume, resulted in widespread 
downwind spot fires and larger burnt areas. This appeared to be due to longer lofting times resulting in 
firebrands being transported further downwind and away from the vortices within the lateral spread region. 
The model appears, at least qualitatively, to match observed lateral spread and ’deep flaming’ fire behaviour 
although many of the parame-ters in the model require further research and experimental calibration. Further 
development of the model may allow these complex modes of fire behaviour to be incorporated into rapid 
wildfire models for operational and risk assessment usage.
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1 INTRODUCTION

Fire spread simulators play an essential part in wildfire risk assessment and management, but their effective-
ness is limited in a number of ways. In particular, their performance is critically dependent on the accuracy of
the input information on weather, fuels and terrain and the ability of the underpinning fire spread models and
propagation algorithms to faithfully represent the main processes driving fire propagation. This second depen-
dence becomes critical when the spread of a wildfire is dominated by the dynamic modes of fire propagation,
which arise in response to multi-scale interactions between the fire and the local atmosphere. Examples of
these dynamic modes of fire propagation include eruptive fire spread (Viegas, 2006; Viegas and Pita, 2004)
and vorticity-driven lateral spread (Sharples et al., 2012; Simpson et al., 2013, 2014, 2016).

The VLS phenomenon, in particular, has been shown to be critical in the development of extreme wildfires
(McRae et al., 2015). VLS is characterised by rapid lateral propagation of a fire across the top of lee-facing
slopes, but its influence on extreme wildfire development can be mostly attributed to the secondary generation
of firebrands, massive ember attack and spot fire coalescence downwind of the lateral spread zones. The strong
vorticity associated with the lateral spread enhances the production of embers, which are lofted into the plume
and transported downwind by the prevailing winds. Hence, as the fire spreads laterally, it ‘casts off’ embers
downwind, which then produce large areal flaming zones - referred to as a ‘deep flaming’ event.

Figure 1 shows an example of how VLS produces deep flaming. The fire depicted in Fig. 1 is the Yankees
Gap fire, which burnt on the 15th of September 2018 on the south coast of NSW. The Fig. 1 shows that a small
fire ignited close to 13:20 hours (see Fig. 1(a)), burns against the northwesterly winds back up a leeward slope
until it hits the ridge line. The fire then spreads laterally across the wind towards the south west (consistent
with VLS) and ‘spills out’ downwind as a mass of spot fires, which coalesce into the large (approx. 400 ha)
flaming zone visible in Fig. 1(b).

Figure 1. Yankees Gap fire NSW, 15th September 2018. (a) a small fire ignited at 13:20 hours burns back
against the prevailing wind direction (indicated by the white arrow). The white dashed lines indicate ridge
lines, while the grey shading indicates regions prone to VLS. (b) The fire approximately 50 minutes later at
14:17 hours. The white ellipse shows the location of the small fire from panel (a), while the red dashed lines
and shading are the same as the white ones in panel (a). Linescan images were provided by NSW Rural Fire
Service.

Current operational fire spread simulators (e.g. Finney (2004); Tolhurst et al. (2008)) are poorly suited for
modelling dynamic fire propagation. This is mainly due to their reliance on the assumption that a fire will
spread at a quasi-steady rate uniquely determined by the environmental conditions, and the assumption that
different parts of a fire line propagate independently. This latter assumption, for example, is implicit in prop-
agation algorithms such as those based on Huygens’ principle, which is often used in operational fire spread
simulators. Given the dramatic effect that dynamic processes such as VLS can have on the development of a
fire, the inability to properly account for them in operational fire spread simulators constitutes a significant gap
in operational capability. The issue, however, is that dynamic modes of fire propagation are driven by complex
interactions between the fire and the atmosphere, or between different parts of the fire itself. Incorporating
such effects in models that are able to run within operational time frames is a significant challenge.
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At present it is only possible to accurately model phenomena like VLS using three-dimensional computational
fluid dynamics models or fully coupled fire-atmosphere models. The computational cost associated with these
modelling approaches makes them in-feasible for operational use - simulations of even fairly modest sized
fires can take the order of 10-20 hours on a supercomputer, whereas operational needs require simulations that
run much faster than real time. Recently, Hilton et al. (2018) introduced a model that permits inclusion of
dynamic interactions between different parts of a fire, thereby relaxing the assumptions that rate of spread is
quasi-steady and that different parts of a fire burn independently. Although this approach is still manifestly
two-dimensional, it has been used to successfully model a number of different modes of dynamic fire spread
such as the behaviour of junction fires. The two-dimensional nature of the model means that it is able to run
much faster than real time, yet is still able to reproduce fire spread features that have previously required fully
coupled fire-atmosphere models to resolve.

Even more recently, Sharples and Hilton (2019) demonstrated how the inclusion of vorticity effects as part of a
two-dimensional near-field modelling approach could be used to emulate the pattern of fire propagation asso-
ciated with VLS. In particular, they showed that output from the two-dimensional model compared favourably
with that obtained from a fully coupled fire-atmosphere model. However, at present this modelling only cap-
tured the lateral spread associated with VLS and no attempt was made to model the spotting component that
produces deep flaming. Therefore, in this paper we combine the model considered by Sharples and Hilton
(2019) with a Lagrangian firebrand model to simulate the transport of firebrands and subsequent spot fire
formation.

We begin by giving a brief recount of VLS before explaining the two-dimensional modelling approach and
incorporating the spotting component. The utility of the combined model is thereafter illustrated with an
idealised example.

2 VORTICITY-DRIVEN LATERAL SPREAD

The presence of atypical modes of fire propagation under certain conditions was first reported by McRae (2004)
from examination of line-scan data from the 2003 Canberra wildfires. This behaviour was characterised by
rapid lateral fire spread across the top of a steep leeward slope in a direction approximately perpendicular to
the synoptic wind direction. The upwind edge of the region of lateral spread was found to be constrained by
a topographic discontinuity such as a mountain ridge line. It was also observed that the active flaming zone
often extended hundreds of metres downwind of the lateral spread region due to enhanced spotting. This rapid
rate of lateral spread is at odds with the usual direction a fire would be expected to spread and the unexpected
nature of this fire behaviour can result in significant danger to firefighters (Lahaye et al., 2017). This mode of
fire spread has also been implicated in the development of violent pyro-convection (McRae et al., 2015).

Investigation of the phenomenon indicated that the atypical lateral spread was driven by a three-way interaction
between synoptic winds, terrain and an active fire. Specifically, VLS was found to occur due to the tilting and
stretching of ambient horizontal vorticity by the rising plume of a fire (hence the name). Research has also
identified a number of environmental thresholds that need to be breached for VLS to occur. Sharples et al.
(2012) initially expressed these thresholds in terms of a first-order wind-terrain filter, or binary variable χ,
which assumes a value of 1 in regions prone to VLS occurrence and 0 elsewhere.

While, the first-order filter identified the entire leeward slope as prone to VLS occurrence, subsequent labora-
tory experiments, wildfire observations and numerical simulations have revealed that the rapid lateral spread
associated with VLS really only occurs in a relatively narrow portion of the leeward slope near the top of the
hill (Quill and Sharples, 2015; Raposo et al., 2015; Simpson et al., 2016). This region could be better identified
using a second-order VLS filter, based on the second-derivative of elevation, but for the idealised cases con-
sidered in this paper, a crude approximation will suffice. We therefore use a refined version of the first-order
filter χ to define VLS prone regions. Specifically, we will consider parts of a landscape VLS-prone only if
they are within 100 metres of the ridge line and have χ = 1. The grey and red shaded regions immediately
downwind of the ridge lines that can be seen in Fig. 1, provide examples of the VLS-prone regions identified
by the aforementioned second-order filter.

3 NEAR-FIELD MODELLING OF VLS

Hilton et al. (2018) detailed a two-dimensional fire spread model that uses a potential flow formulation to ac-
count for local air flows induced by the fire. The so-called ‘pyrogenic potential’ model simulates the pyrogenic
air flow up close to the ground (mid-flame height). This pyrogenic flow can be added to the ambient air flow
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and the net wind field used to model the evolution of the fire. This model has been implemented as part of the
Spark fire simulation framework (Miller et al., 2015), which is based on the level-set method.

The pyrogenic flow up is determined using a near-field approximation, which enables the use of Helmholtz
decomposition:

up = ∇ψ +∇× η, (1)

for some scalar ψ and some vector η. Hilton et al. (2018) discuss how ψ and η can be determined as solutions
of the Poisson equations ∇2ψ = ν and ∇2η = ω, where ν = −∂zuz represents the derivative of the plume
updraft, and ω represents sources of vertical, z, vorticity. Once ψ and η are known, the pyrogenic flow up can
be determined to account for the effects of the fire on the local atmosphere.

Figure 2. Schematic set-up of the modelling approach, a) top view and b) side view.

Sharples and Hilton (2019) considered the model set up as depicted in Fig. 2, and demonstrated how the
solenoidal term in Eq. (1) can be set such that the near-field model emulates patterns of fire propagation
consistent with VLS. In particular, it can be assumed that the separation of flow over the leeward slope creates
horizontal vorticity (ωx and ωy), and that the vertical vorticity (ωz) could be determined based on several
assumptions for the flow dynamics on the leeward slope. Firstly, it can be assumed that the flow can be
approximated as steady state as the outward spread of the fire is much slower than the wind flow. This means
that the general steady-state inviscid vorticity equation can be used, given by (Vallis, 2017):

(u · ∇)ω = (ω · ∇)u+ s, (2)

where u is the flow field, ω is the vorticity vector and s is a source term. Secondly, it can be assumed that
the dominant flow in the vortex producing region is the vertical lofting flow created by the fire plume; that is,
uz � ux, uy . This allows for ux and uy components to be neglected in equation (2). Lastly, a linear scaling
of vertical velocity with height in the vortex producing region was assumed, i.e. ν = −∂zuz , so that uz = νz
(Hilton et al., 2018) with the standard no-flow boundary condition at ground level, uz = 0 at z = 0.

Using the foregoing assumptions, Sharples and Hilton (2019) showed that the pyrogenic vertical vorticity due
to a line source of ambient horizontal vorticity sxy can be written as:

ωz = k′δ(|x− x′|)δ(φ)(n̂ · sxy), (3)

where k′ is a constant based on factors including the vertical speed of the plume, the vortex strength, the
nominal mid-flame height and ν (Sharples and Hilton, 2019). The function δ(x) is a Dirac delta function, the
variable x′ is the nearest point on the line source to position x, φ is the distance from the fire perimeter and n̂
is the outward normal of the fire perimeter. This gives rise to a source term where ∇uz · sxy > 0 and a sink
where∇uz · sxy < 0 resulting in two counter-rotating vortices, as illustrated in Fig. 3a.
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Figure 3. a) Resultant vorticity in the z direction and circulation in the x-y plane from an idealised plume. b)
Schematic set-up of the firebrand modelling.

4 INCORPORATING THE SPOTTING MODEL

Firebrand transport and subsequent spot fire formation can clearly have a significant impact on fires under
VLS conditions, as illustrated in Fig. 1. Firebrands were incorporated into the simulation using a Lagrangian
particle model implemented in the Spark framework. The firebrands were assumed to be non-interacting and
have negligible influence on the background wind. Additionally, any collision or coalescence of firebrands
was not considered in this study. The motion of each firebrand was given by:

m
∂v

∂t
=

1

2
cDA|u− v|(u− v)g′ (4)

where m is the mass of the firebrand, v is the firebrand velocity vector, ρ is the air density (kg m−3), cD the
coefficient of drag for the firebrand and A (m2) is the cross-sectional area of the firebrand perpendicular to the
flow. The reduced gravity vector g′ takes buoyancy effects into account and is given by g′ = [0, 0, (b − 1)g],
where g = 9.8m s−2 and b is a dimensionless buoyancy parameter. The equation of motion for the firebrands,
Eq. (4) was calculated using an adaptive 3rd order Bogacki-Shampine Runge-Kutta method.

Firebrands were randomly produced within the vorticity source region and launched at the slope angle, shown
schematically in Fig. 3(b). The pyrogenic potential model results in a modified two-dimensional wind field,
but firebrand transport requires a three-dimensional wind field. A straightforward method was used to account
for the three-dimensional terrain effects in this study, where the flow acting on the firebrand was set to the
imposed upwind flow speed above the terrain (above the dashed line in Fig. 3(b)) and set to the modelled
speed below the terrain (below the dashed line in Fig. 3(b)).

The dimensionless buoyancy parameter was used to model the lofting of the firebrands, but the correct range
of values for this parameter in the context of real fires are currently an area of active research. This is a free
parameter in this study, which we assume to range from 0 (firebrand is freely falling under gravity) to 1.5
(firebrand has a buoyancy 50% the strength of gravity). Furthermore, the buoyancy must reduce as the plume
cools and turbulent structures lofting the firebrand dissipate. Assuming a simple exponential cooling model,
where buoyancy parameter reduces over time according to b = b0e

−κt, here κ is a decay parameter.

5 RESULTS

Simulations of fire spread in the lee of a ridge using the models described in previous sections is shown in
Fig. 4. The elevation is shown in grayscale and the colour scale represents the fire arrival time at each point.
Ten minute isochrones are overlaid as solid black lines. The domain was a ridge 1 km high with a slope of 20◦

on the windward side and 35◦ on the lee slope. The ignition was initiated as a line 300 m in length and 50 m in
width perpendicular to the ridge at a distance of 950 m from the ridge line. The simulation resolution was 10
m and the simulation was run for a period of 2 hours. The fire rate-of-spread, R, used the Rothermel equation
(Rothermel, 1972) with a fuel moisture content of 8%, a fuel load of 13.024 tonnes acre−1 and a surface to
volume ratio of 1159 ft−1. Simulations took approximately 10 seconds on a K6000 GPU without firebrands
and 110 seconds when firebrands were used.

The horizontal vorticity components (ωx and ωy) resulting from sxy in Eq. (2) were not modelled in this study,
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Figure 4. Lateral spread model with and without firebrands.

instead the recirculating wind flow on the lee of the hill was assumed to be static and steady state. The wind
direction was set to be perpendicular to the ridge with a speed of 10m s−1 on the windward slope and the
re-circulation was prescribed by setting the wind speed to −1m s−1 on the lee slope. This imposed wind field
was then modified by the pyrogenic potential model to account for vertical vorticity (ωz) effects in the ground
plane using Eq. (3). The vorticity was prescribed as a line source of sxy = (0, 1) through point [−100, 0], and
k′ = 2000. The position of the vortex line is consistent with the definition of VLS prone parts of the landscape
discussed in the previous section.

Firebrands were uniformly produced within the vorticity source region at an average rate of 1 firebrand every
10 minutes per 10 m× 10 m cell. Firebrands were created with a velocity vector of [10, 0, 10 tan(20◦)]m s−1.
All firebrands were modelled as spheres of radius 5 mm and density 250 kg m−3. The mass loss of the
firebrands was not modelled, although this may be important for long range firebrands (Tarifa et al., 1965).
The values of b0 were chosen from a uniform random distribution of [1, 1.5] and a range of κ values were
tested, κ = 0.0075, 0.005, 0.0025. For comparison, a simulation is also shown in Fig. 4 with no firebrand
transport or spot fire formation.

6 DISCUSSION AND CONCLUSIONS

The combined VLS and firebrand models appear to qualitatively replicate the fire behaviour shown in Fig. 1,
despite the range of simplifications used for the models. There are, however, a number of assumptions and
unknowns in the model which require calibration and further research. These include the vortex strength
parameter k, the firebrand rate of production and the plume decay constants b0 and κ. Despite this, the
simulations indicate a strong dependency between the lofting buoyancy and the vorticity driven effects. Small
values of the decay parameter, representing longer cooling times of the plume and longer lofting, resulted in
mass spot fire formations downwind of the ridge apparently similar to ‘deep flaming’ events. Larger values
of the decay parameter, representing short plume cooling times and shorter lofting, resulted in an enhanced
lateral spread. This appeared to be due to firebrands falling close to the vortices at the edge of the lateral spread
region, thereafter being entrained and subsequently starting new spot fires at the end of the region.

We have demonstrated that these models can be implemented in a fire spread simulator, Spark, and can be run
at speeds greatly exceeding real-time suitable for operation use. Further work must be carried out to examine
the range of validity of the models and include further physical effects such as fully resolved horizontal re-
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circulation and firebrand combustion. However, simulations using these models could provide information on
counter-intuitive modes of fire behaviour for management and risk assessment. Future studies will investigate
the applicability of the models to more complex scenarios and compare the results of the model to real-world
data.
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